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Abstract--Corrosion in metals is simulated with variations in plate thickness which are laterally infinite in 
a 1D model and are represented by milled flat-bottom holes in a 2D model. Temperature contrast over 
corroded areas is chosen as an informative parameter, quite independent of absorbed thermal energy in 
the infra-red thermographic test. It is shown that, due to lower sensitivity to rear-side effects at the beginning 
of the thermal process and increasing 3D heat diffusion effects at the end of the process, there is an optimum 
time to detect corrosion. A robust inversion function is proposed and its stability against variations in 
tested material, heat pulse duration and observation time is analysed using numerical modelling. Corrosion 
in a steel specimen of 1.3 mm thickness is experimentally studied, having proved the validity of the inversion 

algorithm with an average accuracy of 17% for material loss ranging from 74 to 14%. 

1. INTRODUCTION 

The importance of reliable, fast, noncontact, non- 
destructive testing (NDT) of corrosion in metals 
becomes increasingly evident nowadays with ageing 
exploited aircraft, hardening safety requirements for 
pipelines with hazardous liquids, etc. [1]. The eddy- 
current and acoustic NDT methods remain the most 
usable technique due to their high sensitivity and safe 
handling. Nevertheless, its use encounters difficulties 
hard to overcome when the surface to be tested 
becomes extremely large and inspection time is 
limited. Non-contact laser acoustic is still an exotic 
and expensive technique. The interest to infra-red (IR) 
thermography, which has been high in recent years, 
has acquired new impetus with the appearance of 
high-speed, sensitive IR imagers working with closed- 
loop cooling devices. Besides this, recent achievements 
in image processing, including elements of artificial 
intelligence, allow one to expect that some incon- 
venient features of IR thermography, such as the pres- 
ence of multiple noise, could be successfully overcome. 

It is known that IR thermographic NDT has been 
successfully applied to non-metals and composite- 
materials [2, 3] where temperature signals are not dis- 

tAuthor to whom correspondence should be addressed. 

sipating for a long time period. With the appearance 
of a new generation of IR imagers, powerful flash 
tubes and computerised systems for recording and fast 
processing of IR images, thermal NDT moved toward 
milli-Kelvin (mK) signals and millisecond (ms) times, 
although the number of related research is not too 
large. A quantitative approach to evaluate IR images 
in terms of materials corrosion loss was reported in the 
inspection of aircraft panels [4]. Recently, important 
improvements in suppressing surface noise have been 
obtained by using dual-band IR thermography [5, 6]. 

The accent in this paper is on the analysis of tem- 
perature signals in corroded metals and the devel- 
opment of a robust inversion algorithm which would 
be independent of absorbed energy and image obser- 
vation time. 

2. INFORMATIVE PARAMETERS 

The following parameters have been proposing in 
thermal NDT in order to detect and characterise 
internal defects : 

(1) temperature increase T(i,j, z) (referred also as 
excess temperature) where (i,j) specify geometric 
coordinates of each surface point in a IR image and 
z-time ; 
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NOMENCLATURE 

N D T  nondestructive testing 
1R infra-red 
T temperature (absolute or above 

ambient) [ C  or K] 
T~ . . . .  maximum excess specimen 

temperature (at the end of heating) 
[ C  or K] 

Tin,, minimum excess specimen 
temperature (at the end of adiabatic 
process) [ C  or K] 

C = A T / T  temperature contrast over defect 
L specimen thickness [m] 
). = A L / L  material loss due to corrosion 
Dd diameter of corroded area [m] 
K conductivity [ W m K  J] 
W absorbed energy density [J m :] 
Q absorbed power density [W m :] 

[b  = c~r/L 2 dimensionless time (Fourier 
number) 

[bh = ~rh/L 2 dimensionless heat pulse 
duration. 

Greek symbols 
7. diffusivity [m 2 s l] 

A T temperature signal over defect 
[:C or K] 

OD dimensionless temperature for Dirac 
pulse 

Osp dimensionless temperature tbr 
square pulse 
time [s] 

L,,,~ observation time [s] 
r~, heating time [s]. 

(2) temperature signal AT( i , j , z ) ,  or difference 
between temperature in each pixel and reference tem- 
perature specified by an operator in a single image or 
in a sequence of images: A T ( i , j , z ) =  T( i , . j ,~ ) -  
T(i,~f,j~f, z) ; 

(3) temperature contrast C(i,j ,  z) = AT( i , j ,  r)/  
T ( i , j ,O;  another expression for the so called nor- 
malised temperature contrast is C*( i , j , r )  = 
A T(i,j, r) /T( i , j ,  rr~O, where the reference time could be 
chosen in suitable point of time evolution curve, e.g. 
when the temperature in a particular pixel becomes 
maximum, or at the beginning of a process when the 
influence of uneven heating is the most noticeable and 

(4) specific heat transit time 3" when temperature 
T(i,j ,  ~) reaches the predetermined value. 

In this research we deal with the measurement of 
temperature contrast affected by variations in the 
specimen's thickness. This parameter does not depend 
on the absorbed energy and it could be easily deter- 
mined in computerised thermographic systems. 

cylindrical coordinates [Fig. 1 (c)], essentially reducing 
computat ion time. Channel-like defects could be mod- 
elled in 2D Cartesian space [Fig. 1 (d)], but this model 
has no advantages in computat ion time when com- 
pared with the model of Fig. 1 (c). Finally, large-size 
corrosion areas lead to ID Cartesian geometry where 
thermal processes occur independently in non-defect 
and defect areas. It is important  to underline that in 
the 1D model, the 3D heat diffusion effects are neg- 
lected and characterisation results will not be accurate 
upon the defect edges. The model in Fig. l(c) is 
believed to be the most convenient for developing the 
thermal characterisation algorithm. Below we com- 
bine the use of 1D and 2D models in order to derive 
practical inversion functions. 

3. MODELS OF THE CORRODED SPECIMEN 

Corrosion measurement is generally reduced to the 
measurement of a wall thickness. Some real corrosion 
situations are shown in Fig. l(a). The mathematical OD T(r, L) 
simulation of corrosion areas of such shapes are poss- W~/KL  
ible in 3D space by computing a grid with an extremely 
large number  of nodes. 

The most reasonable practical approximation of the 
situations in Fig. l(a) could be made in 3D Cartesian 
coordinates where the corrosion defects are modelled T(r, L) 
with air-filled parallelepipeds on the rear surface of a Osp - Q L / K  
specimen [7] [Fig. l(b)]. In many cases, corrosion 
spots could be simulated with disk-shape defects in 2D 

4. ANALYSIS OF 1D MODELS 

4.1. Basic expressions 
Heating a thin metal slab with a short heat pulse 

could be considered as an adiabatic process. The tem- 
perature history on the heated surface is described in 
the 1D case with the following equations [8] : 

for Dirac pulse (pulse duration is neglected) 

- 1+2  ~" exp (--n2~z2Fo) Fo = 
.= i L 2 

(l) 

during a square pulse of durat ion rh 

- -  Fo+ ~ -  rc~ ~t  n 2 exp(+n27r2F°)  

(2) 
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a) 

b) c) 

d) e) 

Fig. 1. Corrosion models ; (a) real situation, (b) 3D Cartesian geometry, (c) 2D cylindrical geometry, (d) 
2D Cartesian geometry and (e) ID Cartesian geometry. 

after square pulse 

T(T, L) 

QL /K  

2 ~ 1 
= Fob + 7t~_~ ' n~-exp (--nen2Fo) 

x [exp (n27t2Foh)-- 1] Fob = ~ .  (3) 

Equation (1) is simpler but  it is valid for times when 
r >> zh and does not  provide the temperature at the 
end of heating. In the analysis below we use equations 
(2) and (3) which allow one to analyse the whole 

process after having turned on the heater with the 
square pulse. It is worth mentioning that flash tubes 
do not provide an exactly square pulse but, unless 
dealing with temperature during the pulse, we con- 
sider this to be a second order effect. 

4.2. Square-pulse heating o f  a plate 
It is obvious from equation (3) that temperature 

values depend on three combinations of parameters : 
QL/K;  Fob = ~zh/L 2 ; Fo = ~z/L 2. The first group of 
parameters is responsible for absorbed energy, the 
second group relates to heating pulse and the third 
one specifies dimensionless time. As we mentioned 
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Fig. 2. Temperature evolution functions in square pulse heating of steel specimen: heating-cooling stage. 

above, corrosion decreases the specimen thickness L, 
influencing all three groups of  parameters. An exam- 
ple of  a whole temperature evolution curve is pre- 
sented in Fig. 2 for a steel specimen (thickness L - 3 
ram; conductivity K =  32 W mK t; diffusivity 
: ~ = 7 3 . 2 x 1 0  7m ~s ~) heated with the square pulse 
of  duration rh = 10 ms. Besides the "'basic" curve, 
there are two temperature evolution curves for the 
same specimen with thickness 1.5 and 2.85 mm that 
corresponds to 50 and 5% material loss, respectively. 
It is seen that excess temperature on the surface 
reaches the maximum value of  5 C  at the end of  the 
pulse with an absorbed energy W = 5 kJ m 2 decreas- 
ing rapidly during some tens of  milliseconds after the 
pulse. The two curves describing sound and corroded 
areas start to diverge at about  100 ms, giving an idea 
of  the best observation time. For  smaller material loss 
the best observation time moves toward a longer time 
(about 300 ms for 5% material loss). It is also impor- 
tant that results in Fig. 2 correspond to the I D case. 
For  real 3D defects it is expected that the temperatures 
in both defect and sound areas come together again, 
decreasing up to ambient temperature. 

Another  conclusion coming from functions plotted 
in Fig. 2 is that after a fast temperature decrease there 

is a rather long stage when the temperature in both 
defect and non-defect areas does not vary much. In 
"adiabatic heating" the dimensionless temperature at 
the end of  the process is given by the expression 
TK/QLFoh. In a real case, the specimen temperature 
decreases slowly to the ambient level. It is important  
to realise that corrosion detection has to be made 
during this relatively long period when the excess tem- 
perature of a specimen is not very high and therefore 
the temperature resolution of  the IR imager must be 
rather good. 

The influence of  a dimensionless heat pulse duration 
on the behaviour of  a basic function is illustrated with 
graphs in Fig. 3, where temperature is normalised by 
QL/K value. 

4.3. Maximum and minimum temperatures 
Using some flash tubes simultaneously, it is possible 

to obtain the value W ~ 6 0 k J  m 2 In this case the 
excess specimen temperature could reach some tens of  
degree centrigrade (see Fig. 2). In a general case both 
the maximum temperature Tm,x and the ratio between 
maximum and minimum temperature mm~x = Tm~/ 
Tm~,, depend on the pulse duration. This statement 
is strictly correct only in adiabatic case where 



Surface transient temperature inversion 359 

T 

QL/K 

0.4 

0.35 

0.3 

0.25 

0.2 

0.15 

0.05  

0 "- 

Oh=0. 

0.01 

0 .1  0.2 0.3 0 .4  0.5 

Fig. 3. Temperature decrease after square pulse heating. 

--+ Fo 
0.6 

Tmin = (QL/K)FOh, but it is also useful in practice. 
The corresponding values given by equations (4) are 
presented in Table 1 : 

- K F ° " + ~ . ~ , ~  [1-exp(-n2n2F°")] 

mm~ x = Tm~x/Tmi n 

2 a l  1 
= I + - - ~ F o , , ~ , ~  [ --exp(--nZnZFoh)]. (4) 

It is seen from Table 1 that shorter pulses provide 
a larger ratio between the maximum and minimum 
excess temperatures due to the fact that during a short 
pulse only near-surface layers are heated and in the 
cooling stage in-depth heat dissipation is stronger than 
after a longer pulse. 

For  dependence mma x VS Fob, we found the follow- 
ing expression using least-squares fits: mmax = 

1.1 t 8/~/ (Foh). 
When adopting an adiabatic model  there is a par- 

ticular time when the difference between the surface 
temperature and the value Tmin = (QL/K)Foh becomes 
less than any pre-determined small value I which 
specifies in fact how close is the temperature to its 

adiabatic limit. It is natural to determine the "end 
t ime" of  the process Foona via the following tran- 
scendent equat ion:  I = [T(FOend) - -  T m i n ] / T m i  n .  

Values of  FOend for various values of  Fob and I are 
given in Table 2. 

5. THERMAL PROPERTIES OF STEEL SPECIMEN 
IN CORROSION DETECTION 

Thermal properties of  various types of  steel are 
specified in Table 3. 

Three types of  steel could be specified by thermal 
conductivity and diffusivity : 

Type 1 : 

K = 1 6 . 3 W m K - l ;  ~ = 4 4 . 4 × 1 0 - 7 m 2 s  i 

Type 2 : 

K = 3 2 . 0 W m K - J ;  ~ = 7 3 . 2 × 1 0 - T m Z s  t 

Type 3 : 

K = 6 2 . 0 W m K - I ;  ~ = 1 7 6 . 3 × 1 0 - 7 m Z s  -~. 

If  the specimen thickness varies from 1 to 5 mm and 
the heating duration is 5 - 10 ms, the corresponding 
Fob values are in the range from 0.0008 to 0.15. 

Table 1. Maximum temperature at the end of square-pulse heating and ratio between maximum and 
minimum temperatures 

Dimensionless heat pulse 
duration, Fob 

Maximum temperature at Ratio 
the end of heating, mma x = Tmax/Tmi n 
Tmax(Foh)/(OL/g) 

0.001 0.0357 35.6825 
0.005 0.0798 15.9577 
0.010 0.1128 11.2838 
0.050 0.2523 5.0463 
0.100 0.3568 3.5683 
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Table 2. End time of thermal process 

End time 
FOend 

Heat pulse duration, 
Fob 1 = 0.01 1 = 0.05 I = 0.10 

0.001 1.457 1.142 0.960 
0.005 1.461 1.146 0.966 
0.010 1.465 1.152 0.973 
0.050 1.498 I. 199 1.030 
0.100 1.540 1.258 I. 102 

Table 3. Thermal properties of steel [11] 

Conductivity. K Diffusivity, :e 
Steel [W mK T] [m: s ~] 

18% Cr, 8% Ni t6.3 44.4× 10 
10 + 50% Ni 14 -- 26 (36.1 + 72.0) × 10 7 
10 + 30% Cr 19 + 31 (54.2 + 86.7)× 10 v 

0.5 + 1.5% C 36 + 54 (97.0 + 147.4) × 10 ' 
2% Mn 38 105.0× 10 
2% W 62 176.3 × 10 

Absorbed  energy for black-painted specimens could 
vary by our  estimates f rom 1 to 60 kJ m 2, depending 
on  the type and n u m b e r  of  flash tubes used. 

6. GENERAL SENSITIVITY TO MATERIAL LOSS 

By using the term "'sensitivity to material  loss'" we 
assume that  there is absolute  or relative tempera ture  
increase in the corroded area for each 1% of  material  
loss. This could be expressed by the following func- 
t ion : 

A T / T  
- 1 2 F o .  x 

A L / L  

1 + 2 ~ I exp [n 2 ~e (Fob -~ Fo)] 
n -  I 

- (Fo/b~)h) exp ( - n2zr2 Fo) 

× [exp (n '~2f) ) , )  - 1]I 

FOb (2/g 2) + ,= i n ~-  ~exp (--n"~z'Fo) 

x [exp ( n Z ~ e F o , ) -  1]] 

(5) 

A graph of  equa t ion  (5) is presented in Fig. 4 for 
various heat  pulse durat ion.  The following con- 
clusions could be made  from Fig. 4. 

(1) A negative sign of  presented funct ion means 
that  an  increase in thickness leads to a decrease in 
tempera ture  and vice versa. 

(2) Sensitivity to thickness var ia t ion depends on 
t ime: it is very low in the beginning of  the process 
(when the thermal  f ront  has not  yet reached the rear 
surface, if we use thermal  wave terminology) and  it is 

at max imum at the end of  the process (1% of  tem- 
perature  increase per 1% of  thickness decrease). 
Again, taking into account  the blurr ing effect of  3D 
heat diffusion, there must  be an op t imum period for 
corrosion detection. 

7. ANALYSIS OF 2D MODELS AND LIMITS OF 
1D SOLUTIONS 

7. l. Temperature signals over disk-shape dejects 
The heat  diffusion a round  defects decreases tem- 

perature  signals and  shortens the best observat ion 
time. It could be expected tha t  the shor ter  the obser- 
vat ion time, the more  accurate the corrosion measure-  
ments  from the point  of  view of  3D heat  t ransfer  
phenomena ,  but  unfor tunately ,  the general sensitivity 
to rear-side corrosion decreases for the shorter  t ime 
(see Fig. 4). Hence the op t imum observat ion  time is 
the compromise  between these two factors. 

In order  to determine the limits of  ID  approach ,  
we calculated twenty var iants  of  practical  inspection 
si tuations for steel specimens with thickness 3 ram, 
using " T e r m o . H e a t "  software (Tomsk Polytechnic 
University, Russia). The diameters  of  the disk-shape 
defects D~ varied from 10 to 60 mm, and  the loss of  
material  varied from 5 to 50%. The calculated values 
of  the tempera ture  signals for the absorbed  energy 60 
kJ m 2 and  the tempera ture  contras ts  are presented 
in Table 4 for various observat ion  times. The end of  
the thermal  process may be observed more  or less 
after 1000 ms f rom the heat  stimulus. 

The following conclusions could be made  from 
Table  4. 

(I)  Tempera ture  signals over defects increase fast 
immediately after  the heat  pulse, reach their  m a x i m u m  
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values, and  then start  to decrease slowly due to 3D 
heat  diffusion effects. 

(2) Fo r  a shor t  observa t ion  time, the defect diam- 
eter does not  influence the measured  parameters .  

(3) The  choice of  an  op t i m um  observat ion  time 
depends on  the acceptable level of  b o t h  absolute  sig- 
nals and  contrasts .  Fo r  instance,  on  one h a n d  it is 
obvious  tha t  for  IR  imagers with  tempera ture  res- 
o lut ion 0.1°C, the detect ion of  5% corros ion is poss- 
ible only after  360 ms (for larger defects the op t imum 
observat ion  time moves  to shor ter  values). On the 

other  hand,  it was shown elsewhere tha t  in practice, 
even b lack-pain ted  surfaces provide a noise cont ras t  
level no t  less than  2%. It  means  tha t  corros ion in the 
range of  mater ia l  loss f rom 5 to 50% could be reliably 
detected at  t imes longer than  360 ms when  tem- 
pera ture  cont ras t s  in corroded areas become more  
than  2%. 

(4) Da t a  in Table  4 could be also in terpreted for 
inversion purposes  due to the evident  connect ion  
between tempera ture  cont ras t  and  mater ia l  loss. 

(5) Defects with  diameters  of  more  t han  40 m m  

Table 4. Calculated parameters of thermal inspection of corrosion in steel (L = 3 mm ; K = 32 W mK-  ~ ; 
~ = 73.2. 10-7mZs L;~h= 10ms; W = 6 0 k J m  2) 

AT/T AT [°C] 
Od 

AL/L [mm] 90 [ms] 360 [ms] 840 [ms] 1000 [ms] 90 [ms] 360 [ms] 840 [ms] 1000 [ms] 

0.5 60 0.052 0.765 0.979 0.983 0.517 3.890 4.425 4.427 
40 0.052 0.765 0.979 0.983 0.517 3.890 4.425 4.427 
20 0.052 0.765 0.960 0.947t 0.517 3.889 4.339 4.267t 
10 0.052 0.720 0.663t 0.591# 0.517 3.664 2.997t 2.663t 

0.3 60 0.003 0.294 0.433 0.436 0.028 1.504 1.982 1.988 
40 0.003 0.294 0.433 0.436 0.028 1.504 1.982 1.988 
20 0.003 0.294 0.427 0.422t 0.028 1.504 1.952 1.928t 
10 0.003 0.280 0.304 0.273t 0.028 1.433 1.392t 1.245# 

0.2 60 0.0004 0.144 0.244 0.246 0.004 0.735 1.115 1.122 
40 0.0004 0.144 0.244 0.246 0.004 0.735 1.115 1.122 
20 0.0004 0.144 0.240 0.239t 0.004 0.735 1.100 1.091t 
10 0.0004 0.138 0.173 0.156t 0.004 0.703 0.791 0 .7 l i t  

0.1 60 0.0000 0.055 0.113 0.115 0.000 0.279 0.512 0.519 
40 0.0000 0.055 0.113 0.115 0.000 0.279 0.512 0.519 
20 0.0000 0.055 0.112 0.112 0.000 0.279 0.505 0.505 
10 0.0000 0.053 0.081 0.074t 0.000 0.267 0.365 0.331t 

0.05 60 0.0000 0.025 0.054 0.055 0.000 0.128 0.246 0.250 
40 0.0000 0.025 0.054 0.055 0.000 0.128 0.246 0.250 
20 0.0000 0.025 0.053 0.053 0.000 0.128 0.243 0.243 
10 0.0000 0.024 0.038 0.035t 0.000 0.122 0.175 0.159t 

tSignal decreased because of 3D heat diffusion. 
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Fig. 5. Temperaturesignal(a) andcontrast(b)vstime~r5%corrosionwithdiametcr 10mminsteel 
(typell). 

could be regarded as I D defects (i.e. having infinite 
planar size). The influence of 3D effects for small-size 
(5%) corrosion defects in steel specimens of thickness 
3 mm is shown in Fig. 5 for both temperature signal 
and contrast. It is clearly seen that the period from 
300 to 1300 ms could be approximately recommended 
to detect this kind of defect. Moreover, during this 
period image averaging is strongly recommended in 
order to increase the signal-to-noise ratio (SNR) of 
the IR system (up to 30 images could be averaged 
during 1 s providing a five-fold increase in SNR for 
IR imagers with a frame frequency 30 Hz). It is also 

important that for defects with larger diameters the 
temperature signals will exist even for a longer time. 

(6) The general influence of 3D heat diffusion and 
respectively the limits of ID solutions could be esti- 
mated by the ratio k3D(r ) =AT(Dd, AL/L, r)/ 
AT(D d --* ~ ,  AL/L, O, which relates real defects to 
defects with infinite planar size. This coefficient vs 
time is shown in Fig. 6. It is seen that the model 
discussed could be regarded as a 1D model for times 
shorter than 240-280 ms with 5% accuracy and for 
times shorter than 280-440 ms with 10% accuracy. 

Data of Figs. 5 and 6 illustrate that temperature 
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Fig. 6.3D heat diffusion effects in thermal NDT of corrosion in steel (type lI). 

signals in steel exist for a time long enough to use 
modern IR imagers. 

7.2. Quasi-continuous heating 
In order to compare flash and quasi-continuous 

heating, the numerical model was used with heat pul- 
ses of durat ion 2 s and power Q = 10 000 W m -2 (i.e. 
the absorbed energy in this case was 20 kJ m -2 against 
60 kJ m -2 accepted for short pulse heating in Fig. 5). 
In Fig. 5 it is shown as the maximum temperature 
contrast over a corroded area with a diameter of 10 F -  
mm and material loss of 5%, occurred at 380 ms after 
the end of heating, reaching the value of 2.8%. In the /. 
case of a short pulse heating excitation of the same 1 
sample, the maximum of the contrast arrives at 4%'  l l  
but  occurring earlier. The maximum temperature sig- 
nal was 0.043°C against 0.19°C for flash heating. 
Detailed discussion of this phenomenon is beyond this 
report. Nevertheless, it is worth mentioning that the 
effectiveness of the heating technique depends mainly 
on the type of noise which dominates in a particular 
experiment [9]. Usually, in tests with IR imagers of 
higher quality, the surface multiplicative noise is more 
than the additive noise of the camera itself, electronics, x 
etc. In this case the maximum SNR value occurs for 
the maximum temperature contrast. Hence, flash 
heating will provide a more reliable detection of 
defects. 

8. INVERSION EXPRESSION 

We assume that corrosion by-products do not  mod- 
ify significantly thermal properties of metal. With such 
a hypothesis, corrosion is equivalent only to thickness 

variation. It means that the temperature in both sound 
and corroded areas could be described with the same 
equations (2) and (3). Let us specify the relative loss 
of material due to corrosion as 2 = AL/L.  We assume 
that the inversion algorithm will involve only decreas- 
ing temperature (at the cooling stage of the thermal 
process). Then, using equation (3), it is possible to 
obtain the following expression, which connects the 
measured temperature contrast to material loss : 

T(z, L--  AL) - T(z, L) 1 
T(z, L) 1 -- 2 

+ 
2 

I n 2 n = l  
n2FOh ( l  - - 2 )  2 

[- /" 2 2  1 × Lexp Fo ) 

--1. 
2 

1 + 7t:Fo~ .=, ~ [exp (--nen2Fo) 

x (exp (nZnzFOh) -- 1)]} -- 1. 

(6) 

It is important  to note that function F depends 
on time, the type of material and material loss. For  
measurement of corrosion we need the inversion func- 
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Fig. 7. Inversion functions in corrosion detection : (a) temperature contrast vs material loss for steel and 

(b) inversion function for Fo = 0.68. 

t ion F ', which will connect  the material  loss to the 
measured tempera ture  contrast .  

Func t ion  F is presented in Fig. 7(a) for a steel 
specimen of  1 m m  thickness at three observat ion 
t imes:  20, 50 and  100 ms. It is well seen that  higher 
sensitivity to thickness var ia t ion occurs at longer times 
(the same conclusion was earlier made  from Fig. 4). 

We assume that  the simplest inversion funct ion 
should be derived at the end of  the process when the 
sensitivity to the thickness var ia t ion is max imum and 
3D heat  diffusion effects are not  too strong. We found 

that  the Fourier  n u m b e r  F o  = 0.68, which cor- 
responds to the 70% of  the end process time 
( / =  10%), would be convenient  for inversion 
purposes.  Heat  pulse dura t ion  is r ecommended  to be 
chosen as Fob = 0.01, i.e. in the middle of  the range 
of  possible practical values. The choice of  a par t icular  
value of  FOb is made  after the analysis of  its influence 
on an  observat ion time which showed tha t  for ra ther  
shor t  heat  pulses this influence could be neglected. The 
appearance  of  the inversion funct ion F -  1 is shown in 
Fig. 7(b) with some numerical  points  which have been 
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inverted f rom equa t ion  (6). Using  least-squares fit we 
approx imated  the invers ion funct ion with the fol- 
lowing analyt ical  funct ion  : 

A T / T  
AL /L  - (7) 

I + A T / T  

or 

AL/L  --- 1 - T(iref,jref, robs)/T(i,.L robs). (8) 

inversion formula  could be ob ta ined  also This 
directly f rom equa t ion  (3) if  r ~ ~ .  Its verification 
for var ious materials  and  thicknesses, as well as for 
possible var ia t ions  in observa t ion  times, is per formed 
below theoretically and  experimentally.  Here we state 
tha t  equa t ion  (7), being originally derived for steel 
specimens wi th  the above  specified thermal  propert ies,  
does no t  depend on  the type of  mater ia l  and  heat  pulse 
d u r a t i o n ;  it could be r ecommended  to be used for a 
wide range of  materials  if the the rmal  propert ies  are 
a priori  known  and  respective observa t ion  times are 
previously determined.  

Approx ima ted  values of  r ecommended  observat ion  
t ime robs are presented in Table  5 for var ious steel 
specimens. 

9. THEORETICAL VERIFICATION OF INVERSION 
FUNCTIONS 

We used the calculated values of  t empera ture  con-  
trasts over defects of  var ious diameter  in steel speci- 
men of  thickness 3 m m  as input  parameters  in cor- 
rosion detect ion using equa t ion  (7). Invers ion results 
for mater ia l  loss AL/L  together  with  er ror  values 
defined by evident  expression (AL/Ltruo-AL/Linv)/ 
AL/Ltrue are presented in Table  6. 

Table 5. Recommended observation time in corrosion detec- 
tion for steel specimens (Fo = 0.68) 

Steel L [mm] ~ob~ [ms] 

Type I 1 150 
Low-conductive 

Type II 
Medium-conductive 

Type III 
High-conductive 

3 1380 
5 3830 
1 95 

3 840 
5 2320 
1 40 

3 350 
5 960 

The use of  equa t ion  (7) requires a priori knowledge 
of  specimen thermal  propert ies  and  thickness to deter- 
mine  the op t imum observa t ion  time. If  the thickness 
of  a specimen under  test is usually known  with good 
accuracy, the values of  thermal  propert ies  are to be 
measured  or bor rowed  f rom cor responding  hand-  
books  with possible errors. The influence of  discussed 
parameters  could be analysed using the obvious  
expression which connects  errors  in specifying obser- 
va t ion  time, diffusivity and  thickness:  Fo = o:z/L2; 
AFo/Fo = (A~/~) + (At / r )  - 2(AL/L).  

The last equa t ion  illustrates tha t  a 1% error  in 
t ime measurement  is equivalent  to a 1% error  in the 
specification of  diffusivity or a 0.5% error  in speci- 
fying thickness.  In a real exper iment  the observa t ion  
t ime would be de termined with accuracy which is lim- 
ited with f rame (or line) time. F r o m  this poin t  of  view, 
the IR  imagers with  high frame frequency are to be 

Table 6. Inversion results in corrosion detection (steel specimen: L = 3 mm; K = 32 W 
m K - l ;  ct = 73.2. 10 -Tm 2 s- t ;  % = 10ms; Q = 50 kJ m -2) 

Inversion results for Zo~ = 840 ms 
Dd 

True value of AL/L [mm] A T/T AL/L Error [%] 

0.5 60 0.979 0.495 1.06 
40 0.979 0.495 1.06 
20 0.960 0.490 2.04 
10 0.663 0.400 20.26 

0.3 60 0.433 0.307 - 2.33 
40 0.433 0.307 - 2.33 
20 0.427 0.299 - 0.26 
10 0.304 0.233 22.29 

0.2 60 0.244 0.196 1.93 
40 0.244 0,196 1.93 
20 0.240 0.194 3.23 
10 0.173 0.147 26.25 

0.1 60 0.113 0.102 -1 .53 
40 0.113 0.102 - 1.53 
20 0.112 0.101 -0 .72 
10 0.081 0.075 25.07 

0.05 60 0.054 0.051 - 2.47 
40 0.054 0.051 - 2.47 
20 0.053 0.050 - 0.66 
10 0.038 0.037 26.78 
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used in corrosion detection. We found that  a var ia t ion 
in observat ion time of  abou t  3 0 4 0  ms (frame fre- 
quency 3 ~ 2 5  Hz) leads to an error  in material  loss 
measurement  of  some percent. Consequently,  inac- 
curacy in specifying the diffusivity value of  about  
10%, expected in practice, will cause a detect ion error  
of  some percent.  An  error  in specifying the L value in 
order of  some percent does not  affect much  testing 
results. 

Finally, we have performed a numerical  simulation 
to study the sensitivity of  the corrosion measuring to 
input  parameters  errors. The following values which 
could happen  in practice have been chosen:  L = 1 
m m ;  K :  16.3 W mK ~: ~ = 4 4 . 4 × 1 0  ~ m ~ s ~: 
Th = 5 ms ; A L / L  = 20%. Input  data  were deliberately 
distorted, but  affecting the result in one direction, i.e. 
not  compensa t ing  each other.  When performing the 

inversion, we decreased the thickness by 2%, 
increased the diffusivity by 10% and accepted an 
observat ion time of  30 ms less than  predicted by the 
inversion formula  (considering an IR  imager with a 
30 Hz frame frequency). In total,  the determined 
observat ion time, 120 ms, was 50 ms less than  the 
correct value (170 ms) which would be obta ined with 
true input  parameters .  As a result, the predicted 
material  loss (18.2%) was just  9.6% less than true 
value (20%). 

10. EXPERIMENTAL VERIFICATION OF 
INVERSION FUNCTIONS 

A sequence of  IR images recorded in the corrosion 
detection test with the "Bales"  IR imager has been 
used to verify the inversion funct ion for Fo = 0.68. A 

12.5 mm 

2 5 0  mm 

a) 

Specimen thickness 1.3 mm 

i ,  

of 3 
C'q 

I? 

b) 
Fig. 8. Location of corrosion spots in (a) steel specimen and (b) IR thermogram taken between 130 and 

260 ms. 
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Table 7. Description of simulated corrosion in steel specimen [Fig. 8(a)] and inversion results 

367 

Defect 

AL/L value after inversion 
Material loss, Temperature contrast, of experimental data Inversion 

AL/L [%] AT/T [%] [%] [%] 
error 

A 2 11.9 10.6 430 
B 8 16.7 14.3 78 
C 14 31.4 23.9 71 
D 20 39.7 28.4 42 
E 26 37.5 27.3 5 
F 36 72.4 42.0 16 
G 36 65.4 39.5 10 
H 42 75.4 43.0 2 
I 48 99.1 49.8 4 
J 54 150.0 60.0 11 
K 62 262.0 72.4 17 
L 74 440.0 8 h 5 10 

steel specimen of  thickness 1.3 mm was heated with 
two flash tubes for some centigrade above ambient 
temperature (heat pulse duration was 5 ms). Twelve 
bot tom-hole  defects, with a diameter of  12.5 mm simu- 
lated corrosion spots. Specifications of  the defects are 
shown in Fig. 8(a) and in Table 7. Thermal properties 
of  particular steel have been unknown and in accord- 
ance with data in Table 5, we have chosen the obser- 
vation time between 130 and 260 ms after a heat pulse. 
Since the IR  camera produced 1800 lines per second 
this time interval corresponded to the second recorded 
image. It is important  to note that all empirical par- 
ameters which described the particular thermal test 
have been not well specified in order to simulate the 
practical case when only the inversion formula is used 

and the only verification criterion is error value 
(AL/Ztrue -- AL/Linv)/AL/L . . . . .  

The thermal image of  the steel specimen taken 
between 130 and 260 ms is shown in Fig. 8(b) [note 
that the locations of  defects corresponds to those in 
Fig. 8(a)]. Taking into account the inevitable deterio- 
ration of  image quality due to printing, we need to 
indicate that the experienced operator  could dis- 
tinguish up to ten defects (C-L) on an IR  imager 
monitor.  Of  course, in our particular case, round 
shape of  the defects and their regular locations help 
in their recognition, but  the details of  statistical defect 
detection are beyond the scope of  present analysis. 
Thus, no special treatment of  the image in Fig. 8(b) 
was performed due to the general good quality of  

Fig. 9. 3D presentation of surface temperature for steel specimen with twelve corrosion spots [see Fig. 
8(b)]. 
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Fig. 10. Temperature profiles over corrosion spots in steel specimen [see Fig. 8(a)]. 

thermogram. Nevertheless, in order to be correct we 
need to say that careful analysis of  this image with 
" look-up table" transformation revealed essential 
"pr ints"  of  two flash tubes on the left and right speci- 
men edges that created problems in quantifying 
corrosion;  more information on this is presented 
below. 

Real excess temperature values are shown in Fig. 9 
in temperature profiles-grey level presentation of  the 
image from Fig. 8(b). It is seen that non-defect tem- 
perature varies from 2 to 10'~C with a higher level in 

the left far corner where the thermal irradiation 
seemed to be more powerful. 

The phenomena under discussion are clearly seen 
in temperature profiles traced through all defect areas 
(Fig. 10). The method of  determining the temperature 
signals and contrasts is shown in the area of  defect J. 
Note that the use of  temperature contrasts allows one 
to process images not  necessarily calibrated in real 
temperature but also in grey levels for not too high 
excess temperature, as illustrated in Fig. 10. 

The inversion formula for Fo = 0.68 has been 
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Fig. 11, Corrosion image for area with material loss 74%. 

applied to each defect signal, with results presented in 
Table 7 (it is worth underlining that the inversion has 
been performed with 8-bit data using a straight- 
forward calculation method that resulted, as we 
believe, in the worst accuracy to be obtained). 

The main conclusions from the experimental veri- 
fication of the inversion function are as follows : 

(1) Inversion in the area of defect A with 2% of 
material loss produced the error of 430% because the 
signal from this defect is nearly lost on the background 
of noise and local heating non-uniformity. Hence, 2 % 
corrosion could not be detected reliably and 
measured. 

(2) Corrosion of about 8-14% (defects B,C) could 
be measured with 70-80% accuracy. This is probably 
low, even for approximate practical estimates. 

(3) Corrosion of about 26-74% (defects D-L) 

could be measured with acceptable accuracy better 
than 17%. 

(4) Material loss determined by the procedure 
above is overestimated in all cases that could not be 
random. We believe that this could be explained by 
overestimating the initial temperature [this tem- 
perature was measured in the "black" area around 
the specimen image in Fig. 8(b)]. 

11. SYNTHESIS OF "CORROSION IMAGE" 

When the non-defect point or area is selected in the 
image, each pixel could be calibrated first in tem- 
perature contrast and then in material loss. It means 
that the initial IR image could be transformed into a 
"corrosion image"• Three examples of such images 
are presented in Figs. 11-13. 
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Fig. 12. Corrosion image for area with material loss 14%. 

The most illustrative case of 74% corrosion (defect 
L) is shown in Fig. 11 where amplitude values are 
calibrated in the remaining material thickness and the 
decreasing signal in the area of  defect shows clearly 
the material loss due to disk-shape corrosion. 

Another  case which is close to undetectable cor- 
rosion is shown in Fig. 12 for 14% of material loss 
(defect C). 

Finally, the situation in Fig. 13 illustrates the 
appearance of  minimum material loss (2%, defect A). 
It is seen that in this case the proposed procedure 
shows uneven heating rather than real corrosion, illus- 
trating well the limit of  the thermal method used. 

The corrosion images in Figs. 11 13 illustrate ano- 
ther feature of  the discussed algorithm. All quan- 
titative inversion results will provide correct corrosion 
data only in the center of  defect areas. This occurs 
due to a bell-shape decrease in temperature signal 
toward the edges, resulting in fact that corrosion will 

be underestimated in these areas. Some sophisticated 
algorithms to restore the real defect shape and size 
are under development now [10] but they are time- 
consuming and still not very reliable. 

12. CONCLUSIONS 

This paper contains the results of  theoretical analy- 
sis for 1D and 2D models of  corrosion. Most  of  the 
analytical expressions and graphs are presented in 
dimensionless form, allowing for expansion of  the 
conclusions to any materials. Nevertheless, the accent 
in numerical examples is on corrosion detection in 
steel specimens of  thickness from 1 to 5 ram. A simple 
inversion formula is proposed to process experimental 
IR images in order to determine material loss. As a 
final result, the "corrosion image" calibrated in 
material loss or in thickness of  remained material 
could be synthesised using the proposed algorithm. 
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Fig. 13. Corrosion image for area with material loss 2%. 

Verification of  the inversion procedure  has  been made  
with the numerical  2D model  and  showed excellent 
convergence of  data  in the range of  some percent.  
Fur the rmore ,  the s t ra ight forward  use of  the proposed 
a lgor i thm to exper imental  I R  images of  cor roded  steel 
specimen proved its validity for mater ia l  loss of  more  
than  20%. Measuremen t  error  was not  more  than  
17%, which is considered acceptable in practice. 

The proposed  test ing technique is suitable for plas- 
tic materials  as well. 
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